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Abstract

Childrenacquirethesyntacticstructureof theirnativelan-
guagewith remarkablespeedandreliability. Recentwork
in developmentapsycholinguisticsuggestshatchildren
may bootstrapggrammaticatategoriesandbasicsyntactic
structureby exploiting distributional, phonological,and
prosodiccues.However, thesecuesareprobabilistic,and
areindividually unreliable. In this paper we presenta
seriesof simulationsexploring the integration of mul-
tiple probabilistic cuesin a connectionistmodel. The
first simulation demonstrateshat multiple-cue integra-
tion promotessignificantly better faster and more uni-
form acquisitionof syntax. In a secondsimulation,we
shav how this modelcanalsoaccommodateecentdata
concerningthe sensitvity of young childrento prosody
andgrammaticafunctionwords. Our third simulationil-
luminatesthe potentialcontritution of prenatallanguage
experienceto the acquisitionof syntaxthroughmultiple-
cueintegration.Finally, we demonstrat¢herobustnesof
themultiple-cuemodelin thefaceof potentiallydistract-
ing cues,uncorrelatedvith grammaticaktructure.

I ntroduction

Beforechildrencanride a bicycle or tie their shoesthey
have learneda greatdealabouthow wordsarecombined
to form complex sentences.This achiezementis espe-
cially impressie becausechildren acquiremostof this
syntacticknowledgewith little or no direct instruction.
Neverthelessmasteringnaturallanguagesyntaxmay be
amongthemostdifficult learningtasksthatchildrenface.
In adulthood,syntacticknowledgecanbe characterized
by constraintgyoverningtherelationshipbetweergram-
matical categyories of words (such as noun and verb)
in a sentence. But acquiringthis knowledge presents
the child with a “chicken-and-gg” problem: the syn-
tactic constraintpresuppos¢he grammaticatateyories
in termsof which they are defined;andthe validity of
grammaticatateyoriesdepend®n how farthey support
syntacticconstraints. A similar “bootstrapping”prob-
lem facesa studentlearningan academicsubjectsuch
as physics: understandingnomentumor force presup-
posessomeunderstandin@f the physicallaws in which
they figure, yet theselaws presupposehesevery con-
cepts. But the bootstrappingoroblemsolved by young
children seemsvastly more challenging,both because
the constraintsgoverning naturallanguageare so intri-
cate, and becauseyoung children do not have the in-
tellectualcapacityor explicit instructionavailableto the

academistudent.Determininghow childrenaccomplish
the astonishingfeat of languageacquisitionremainsa
key questionin cognitive science.

By 12 months,infantsare attunedto the phonolog-
ical and prosodicregularities of their native language
(Jusczyk1997;Kuhl, 1999). This perceptuahttunement
may provide anessentiascafolding for laterlearningby
biasingchildrentoward aspectof theinput thatarepar
ticularly informative for acquiringgrammaticalnforma-
tion. Specifically we hypothesizehatintegratingmuilti-
ple probabilisticcues(phonological prosodicanddistri-
butional) by perceptuallyattunedgeneral-purposkearn-
ing mechanismsnay hold the key to how childrensolve
thebootstrappingroblem.Multiple cuescanprovidere-
liable evidenceaboutlinguistic structurethatis unavail-
ablefrom ary singlesourceof information.

In the remainderof this paper we first review empir
ical evidencesuggestinghat infantsmay usea combi-
nationof distributional, phonologicaland prosodiccues
to bootstrapinto language. We thenreporta seriesof
simulations,demonstratinghe efficacy of multiple-cue
integration within a connectionistframewnork. Simula-
tion 1 shavs how multiple-cueintegrationresultsin bet-
ter, fasterand more uniform learning. Simulation2 es-
tablishesthat the trainedthree-cuenetworks areableto
mimic the effect of grammaticabndprosodicmanipula-
tionsin asentenceomprehensiostudywith 2-yearolds
(Shady& Gerken,1999). Simulation3 revealshow pre-
natalexposureto gross-l@el phonologicaland prosodic
input facilitatespostnatallearningwithin the multiple-
cueintegrationframework. Finally, Simulation4 demon-
strateghat addingadditionaldistractingcues,irrelevant
tothesyntacticacquisitiontask,doesnothinderlearning.

Cues Available for Syntax Acquisition

Although somekind of innate knowledge may play a
role in languageacquisition,it cannotsolve the boot-
strappingproblem. Even with built-in abstractknowl-

edgeaboutgrammaticalcategyories and syntacticrules
(e.g.,Pinker, 1984),the bootstrappingproblemremains
formidable: children must map the right soundstrings
ontotheright grammaticakateyorieswhile determining
the specificsyntacticrelationsbetweenthesecategories
in their native language Moreover, theitem-specificna-
ture of early syntacticproductionschallengesthe use-
fulnessof hypothesizedinnate grammaticalcategories



(Tomasello2000).

Languaye-external information may substantially
contrituteto languageacquisition.Correlationsbetween
ervironmentalobsenationsrelatingprior semanticcate-
gories(e.g.,objectsand actions)and grammaticalcate-
gories(e.g.,nounsand verbs)may furnish a “semantic
bootstrapping’solution(Pinker, 1984). However, given
that children acquirelinguistic distinctionswith no se-
mantic basis(e.qg., genderin French, Karmiloff-Smith,
1979), semanticscannotbe the only sourceof infor-
mation involved in solving the bootstrappingoroblem.
Anotherextra-linguisticfactoris culturallearningwhere
childrenmay imitate the pairing of linguistic formsand
their corventionalcommunicatie functions(Tomasello,
2000). Nonethelessto breakdown the linguistic forms
into relevantunits, it appearghat culturallearningmust
be coupledwith language-interndiearning. Moreover,
it is methodologicallyvery difficult to quantify the im-
pactof language-gternalor innateknowvledge,because
the natureof suchknowledgeis difficult to assessand
thereareno computationaimodelsof how suchknowl-
edgemight be appliedto learningof basicgrammatical
structure.

Though perhapsnot the only sourceof information
involved in bootstrappingthe child into language,the
potentialcontritution of language-internal information
is more readily quantified. Our test of the multiple-
cuehypothesighereforefocuseson the degreeto which
language-internalnformation (phonological, prosodic
and distributional) may contritute to solving the boot-
strappingproblem.

Phonologicainformation,including stressand vowel
quality and duration,may help distinguishgrammatical
functionwords(e.g.,determinersprepositionsandcon-
junctions)from contentwords(nouns,verbs,adjectves,
andadwerbs)in English(e.g.,Cutler, 1993). Phonologi-
calinformationmayalsohelpdistinguishbetweemouns
and verbs. For example,nounstendto be longerthan
verbsin English—adifferencethateven 3-yearolds are
sensitve too (Cassidy& Kelly, 1991). Theseandother
phonologicalcues, such as differencesin stressplace-
mentin multi-syllabic words, have also beenfound to
exist cross-linguisticallyseeKelly, 1992 for areview).

Prosodic information provides cues for word and
phrasal/clausaegmentatiorandmay helpuncover syn-
tactic structure(e.g., Morgan, 1996). Acoustic anal-
yses suggestthat differencesin pauselength, vowel
duration, and pitch indicate phraseboundariesin both
English and Japanesehild-directedspeech(Fisher &
Tokura, 1996). Infants seemhighly sensitve to such
language-specifiprosodigpatterngfor reviews, seee.g.,
Jusczyk,1997; Morgan, 1996)—asensitvity that may
startin utero (Mehler et al., 1988). Prosodicinforma-
tion alsoimprovessentenc&omprehensioin two-year
olds (Shady& Gerken, 1999). Resultsfrom an artifi-
cial languagdearningexperimentwith adultsshav that
prosodicmarking of syntacticphraseboundariedacili-
tateslearning(Morgan, Meier & Newport, 1987). Un-
fortunately prosodyis partly affected by a numberof

non-syntacti¢actors suchasbreathingpatterngFernald
& McRoberts,1996),resultingin animperfectmapping
betweernprosodyandsyntax. Nonethelessinfants’ sen-
sitivity to prosodyprovidesarich potentialsourceof syn-
tacticinformation(Morgan,1996).

None of thesecuesin isolation sufiice to solve the
bootstrappingroblem;rather they mustbeintegratedto
overcomethe partial reliability of individual cues. Pre-
vious connectionistsimulationsby ChristiansenAllen
and Seidenbeay (1998) have pointedto efficient andro-
bust learning methodsfor multiple-cue integration in
speechsggmentation. Integration of phonological(lex-
ical stress),prosodic (utteranceboundary),and distri-
butional (phoneticsegment sequencesinformation re-
sultedin reliablesegmentationputperforminghe useof
individual cues.Theefficacy of multiple-cueintegration
hasalso beenconfirmedin artificial languagelearning
experimentge.g.,McDonald& Plauche1995).

By oneyear children’s perceptuaattunemenis likely
to allow themto utilize language-internaprobabilistic
cues(for reviews, seee.g.,Jusczyk,1997; Kuhl, 1999).
For example, infants appearsensitve to the acoustic
differencesbetweenfunction and contentwords (Shi,
Werker & Morgan, 1999) andthe relationshipbetween
functionwordsandprosodyin speech{Shafer Shucard,
Shucard& Gerlen,1998). Younginfantscandetectdif-
ferencesn syllable numberamongisolatedwords (Bi-
jeljac, Bertoncini & Mehler, 1993)—apossiblecue to
noun/erb differences. Moreover, infants are accom-
plished distributional learners(e.g., Safran, Aslin &
Newport, 1996), and importantly they are capableof
multiple-cueintegration(Mattys, Jusczyk Luce & Mor-
gan, 1999). When solving the bootstrappingproblem
childrenarealsolik ely to benefitfrom specificproperties
of child-directedspeech,suchas the predominanceof
shortsentence$Newport, Gleitman& Gleitman,1977)
andthecross-linguisticallymorerobustprosody(Kuhl et
al.,1997).

This review has indicated the range of language-
internal cues available for languageacquisition, that
thesecuesaffectlearningandprocessingandthatmech-
anismsexist for multiple-cueintegration. Whatis yetun-
known is how farthesecuescanbecombinedo solvethe
bootstrappingroblem(Fernald& McRoberts1996).

Simulation 1. Multiple-Cue Integration

Althoughthemultiple-cueapproachs gainingsupportin
developmentalpsycholinguisticsits computationakffi-
caq still remainsto be establishedThe simulationsre-
portedin this paperarethereforeintendedasa first step
toward a computationalapproachto multiple-cueinte-
gration, seekingto testthe potentialadvantagesof this
approachto syntacticacquisition. Basedon our previ-
ousexperiencevith modelingmultiple-cueintegrationin
speectsggmentationChristianseretal., 1998),we used
asimplerecurrennetwork (SRN;Elman,1990)to model
the integration of multiple cues. The networks were
trainedon corporaof artificial child-directedspeectgen-
eratedby a well-motivated grammarthat include three



probabilisticcuesto grammaticabtructure:.word length,
lexical stressandpitch. Simulation1 demonstratehow

theintegrationof thesehreecuesbenefitsheacquisition
of syntacticstructureby comparingperformanceacross
theeightpossiblecuecombinations.

M ethod

Networks TenSRNswereusedin eachcuecondition,
with aninitial weightrandomizatiorin theinterval [-0.1;
0.1]. Learningratewassetto 0.1, and momentumto
0. Eachinput to the networks containeda localist rep-
resentatiorof a word, and a constellationof cue units
dependingnits assigneduecondition. Networkswere
requiredto predictthenext wordin asentencalongwith
the correspondinguesfor thatword. With atotal of 44
words and a pausemarking boundariesbetweenutter
ancesthe networks had45 input units. Networksin the
conditionwith all available cueshad an additionalfive
input units. The numberof input and outputunits thus
varied betweend5-50 acrossconditions. Eachnetwork
had80 hiddenunitsand80 contet units.

Materials We constructeda complex grammarbased
on independentanalyses of child-directed corpora
(Bernstein-Ratner1984; Korman,1984),anda study of
child-directedspeechby motherdaughtemairs (Fisher
& Tokura, 1996). As illustratedin Table 1, the gram-
mar includedthreeprimary sentenceypes,declaratie,
imperative, and interrogative sentenceseachof which
compriseda variety of commonutteranceseflectingthe
child’s exposure. For example, declaratve sentences
mostfrequentlyappearedstransitive or intransitve verb
constructiongtheboychaseghecat, theboyswimg, but
alsoincludedpredicationusing be (the horseis pretty)
andsecondpersonpronominalconstructioncommonly
foundin child-directeccorpora(youareaboy). Interrog-
ative sentencesvere composedf wh-questiongwhere
are the boys? wheie do the boysswim?, andquestions
formedby usingauxiliary verbs(do the boyswalk?, are
the cats pretty?. Imperatves were the simplestclass
of sentencesappearingasintransitive or transitve verb
phrasegkissthe bunny; sleep. Subject-erbagreement
was upheldin the grammay alongwith appropriatede-
terminersaccompaying nouns(thecarsvs. *a cars).
Two basiccueswere available to all networks. The
fundamentaldistributional information inherentin the
grammarcould be exploited by all networksin this ex-
periment. As a secondbasic cue, utterance-boundary
pausessignalledgrammaticallydistinct utteranceswith
92% reliability (Broen, 1972). This was encodedas a
singleunit thatwasactivatedat the endof all but 8% of
the sentencesOthersemi-reliableprosodicand phono-
logical cuesaccompaniethe phrase-structurgrammar:
word length, stress,and pitch. Network groupswere
constructedusing different combinationsof thesethree
cues. Cassidy& Kelly (1991) have demonstratedhat
syllable countis a cue availableto Englishspealersto
distinguishnounsandverbs. They foundthatthe proba-
bility of a singlesyllableword to be a nounratherthan

Table1: The Stochastic Phrase Structure Grammar
Used to Generate Training Corpora

S — Imperatie[0.1] | Interrocative [0.3] | Declaratve [0.6]
Declaratve — NP VP [0.7] | NP-ADJ[0.1] | That-NP[0.075]|
You-P[0.125]
NP-ADJ— NP is/areadjective
That-NP— that/thosds/areNP
You-P— youareNP
Imperative — VP
Interrogative — Wh-Questior]{0.65] | Aux-Question0.35]
Wh-Question— where/who/whais/areNP [0.5] |
where/who/whatio/doesNP VP [0.5]
Aux-Question— do/doesNP VP [0.33] |
do/doesNP wannaVP [0.33] |
is/areNP adjectve [0.34]
NP — a/theN-sing/N-plur
VP — V-int | V-transNP

averbis 38%. This probability risesto 76% at two syl-
lables,and92% at three. We selectedrerb andnounto-
kensthat exhibited this distinction, whereasthe length
of the remainingwordsweretypical for their class(i.e.,
functionwordstendedo be monosyllabic) Word length
wasrepresenteth termsof threeunitsusingthermome-
terencoding—thaits, oneunit would beon for monosyl-
labic words, two for bisyllabic words, andthreefor tri-
syllabicwords.Pitchchangés acueassociatewvith syl-
lablesthatprecedepausesFisher& Tokura(1996)found
thatthesepausewith 96%accuray signalledgrammat-
ically distinctutterance#n child- directedspeechallow-
ing pitch to sene asa cueto grammaticalstructure. In
thenetworks, this cuewasa singleunit thatwould beac-
tivatedatthefinal word in anutteranceFinally, we used
a singleunit to encoddexical stressasa possiblecueto
distinguishstressed¢ontentwordsfrom thereducedun-
stressedorm of functionwords. This unit would be on
for all contentwords.

Procedure Eight groups of networks, one for each
combinationof cues,weretrainedon corporaconsisting
of 10,000sentencegeneratedrom the grammar Each
network within a groupwastrainedon a differenttrain-
ing corpus. Training consistedof 200,000input/output
presentationsor approximately5 passesthrough the
training corpus.For eachgroup,the sentencesvereim-
buedwith the correspondingonstellationof cues. Net-
works were expectedto predictthe next word in a sen-
tence, along with the appropriatecue values. A cor
pus consistingof 1,000 novel sentencesvas generated
for testing. Performancevasmeasuredy assessinghe
networks’ ability to predictthe next setof grammatical
itemsgiven prior context—and, importantly did notin-
cludepredictionsof cueinformation.

To provide a statisticabenchmarkvith whichto com-
parenetwork performancewe “trained” bigramandytri-
grammodelsonthesamecorporaasthenetworks. These
finite-statemodels, borroved from computationallin-
guistics, provide a simple prediction methodbasedon



stringsof two (bigrams)or three(trigrams)consecutie
words. Comparisonavith thesesimple modelsprovide
anindicationof whetherthe networks arelearningmore
thansimpletwo- or three-word associations.

Results

All networks achiezed betterperformancehanthe stan-
dard bigram/trigrammodels (p's < .0001), suggesting
that the networks had acquiredknowledge of syntactic
structurebeyond the information associatedvith sim-

ple pairs or triples of words. The nets provided with

phonological/prosodicues achieved significantly bet-

ter performancethan basenetworks (p's < .02). Using

trigram performanceas criterion, all multiple-cuenet-

works surpassedhis level of performancefasterthan

the basenetworks (p's < .002). Moreover, the three-
cue networks were significantly fasterthan the single-

cuenetworks(p's < .001). Finally, usingBrown-Forsyth

testsfor variability in the final level of performancewe

found thatthe three-cuenetworks also exhibited signif-

icantly more uniform learning than the basenetworks

(F(1,18) =5.14,p < .04).

Simulation 2:
Sentence Comprehension in Two-Year-Olds

Simulation1 providesevidencefor the generalfeasibil-
ity of themultiple-cueintegrationapproachHowever, to

further strengtherthe model’s credibility closercontact
with relevanthumandatais neededIn the currentsimu-
lation, we demonstrate¢hatthe three-cuenetworks from

Simulationl areableto accommodateecentdatashawv-

ing thattwo-yearoldscanintegrategrammaticamarkers
(functionwords)andprosodiccuesin sentence&ompre-
hension(Shady& Gerken,1999: Expt. 1). In this study

children heardsentencessuchas (1), in one of three
prosodicconditionsdependingon pauselocation: early
natural[e], late natural[l], andunnaturalu]. Eachsen-
tencemorewerinvolvedoneof threegrammaticamark-
ers: grammatical(the), ungrammatica{was), and non-
sensd€gub).

1. Find[e] the/was/gulju] dog][l] for me.

The child’s taskwasto identify the correctpicturecorre-
spondingto the tamget noun (dog). Simulation2 repli-
catesthis by using parallel stimuli, and assessinghe
nounactvations.

M ethod

Networks Twelve networks from Simulation 1 were
usedin eachprosodiccondition. An additionalunit was
addedo thenetworksto encodghenonsensevord (gub)
in ShadyandGerken’s experiment.

Materials We constructeda sampleset of sentences
from our grammarthat could be modifiedto matchthe
stimuli in ShadyandGerken. Twelve sentencefor each
prosody condition (pauselocation) were constructed.
Pauseswere representedby activating the utterance-
boundaryunit. Becausethesepausesprobabilistically

signal grammaticallydistinct utterancesthe utterance-
boundaryunit provides a good approximationof what
the children in the experimentwould experience. Fi-
nally, thenonsens&vord wasaddedo the stimuli for the
within groupcondition(grammaticals. ungrammatical
vs. nonsense)Adjusting for vocalulary differencesthe
networks weretestedon comparablesentencessuchas

(2):
2. Wheredoesg[e] the/is/gulju] dog|[l] eat?

Procedure Eachgroupof networkswasexposedo the

set of sentencesorrespondingwith its assignedpause
location(earlyvs. latevs. unnatural).No learningtook

place sincethefully-trained networkswereused.To ap-

proximatethe picture selectiontaskin the experiment,
we measuredhe degreeto which the networks would

activate the groupsof nounsfollowing the/is/gub The

two conditionswere expectedto affect the activation of

thenouns.

Results

ShadyandGerken (1999)reporteda significanteffect of

prosodyonthepictureselectiontask. The samewastrue
for our networks (F(2,33) = 1,25307, p < .0001). The
late natural condition elicited the highestnoun activa-
tion, followed by the early naturalcondition, and with

theunnaturakonditionyielding theleastactivation. The
experimentalsorevealedan effect of grammaticalityas
did our networks(F (2,70) = 69.85, p < .0001),shaving

themostactivationfollowing thedeterminerthenfor the
nonsenseavord, andlastly for the ungrammaticaivord.
This replicationof the humandataconfersfurther sup-
portfor Simulationl asa modelof languageacquisition
by multiple-cueintegration.

Simulation 3:
The Role of Prenatal Exposure

Studiesof 4-day-oldinfantssuggesthatthe attunement
to prosodicinformationmaybegin prior to birth (Mehler
etal., 1988). We suggesthat this prenatalexposureto
languagenayprovide ascafolding for latersyntacticac-
quisitionby initially focusinglearningon certainaspects
of prosodyandgross-leel propertiesof phonology(such
asword length)that later will play animportantrole in
postnatalmultiple-cueintegration. In the currentsim-
ulation, we testthis hypothesisusing the connectionist
modelfrom Simulationsl and2. If this scafolding hy-
pothesidgs correct,we would expectthat prenatalexpo-
surecorrespondindo whatinfantsreceve in the womb
would resultin improved acquisitionof syntacticstruc-
ture.

Method

Networks Ten SRNswere usedin both prenataland
non-prenatagiroups with thesamaenitial conditionsand
trainingdetailsas Simulation1. Eachnetwork wassup-
plied with thefull rangeof cuesusedin Simulationl.



Materials A setof “filtered” prenatalkstimuli wasgen-
eratedusingthe samegrammaraspreviously (Table1),

with theexceptionthatinput/outputpatternsrow ignored
individual words and only involved the units encoding
word length, stress pitch changeand utterancebound-
aries. The postnataktimuli werethe sameasin Simula-
tion 1.

Procedure The networks in the prenatalgroup were
first trained on 100,000input/outputfiltered presenta-
tionsdrawn from a corpusof 10,000new sentences-ol-
lowing this prenatakxposure the netswerethentrained
onthefull input patternsxactly asin Simulationl. The
non-prenatagrouponly recevedtrainingon the postna-
tal corpora. As previously, networks were requiredto
predictthe following word andcorrespondingues.Per
formancewas again measurecy the predictionof fol-
lowing words,ignoringthe cueunits.

Results

Both network groupsexhibited significantly higherper
formancethan the bigram/trigrammaodels (F (1,18) =
25.32,p < .0001for prenatal F(1,18) = 12.03 p < .01
for non-prenatal)again indicatingthatthe networks are
acquiringcomplex grammaticalregularitiesthat go be-
yond simpleadjaceng relations. We comparedhe per
formanceof thetwo network groupsacrosdifferentde-
greesof training usinga two-factoranalysisof variance
(ANOVA) with training condition (prenatalvs. non-
prenatal)asthe between-netark factorand amountof
training aswithin-network factor (five levels of training
measuredn termsof 20,0000input/outputpresentation
intervals). Therewasa main effect of training condition
(F(1,18) = 12.36, p < .01), suggestinghatprenatalex-
posuresignificantly improved learning. A main effect
of degreesof training (F(9,162) = 15.96,p < .001)re-
vealsthat both network groupsbenefittedsignificantly
from training. An interactionbetweentraining condi-
tions and degreesof training indicatesthat the prenatal
networks learnedsignificantly betterthan postnatahet-
works (F (1,18) = 9.90, p < 0.01). Theexposureto pre-
natal input—woid of ary information aboutindividual
words—promotedetterperformanceon the prediction
task; thus providing computationakupportfor the pre-
natalscafolding hypothesis.

Simulation 4: Multiple-Cue Integration
with Useful and Distracting Cues

A possibleobjectionto the previous simulationsis that
ournetworkssucceedtmultiple-cueintegrationbecause
they are“hand-fed” cuesthat are at leastpartially rele-
vantfor syntaxacquisition. Consequentlyperformance
may potentiallydrop significantlyif the networksthem-
seles had to discover which cueswere partially rele-
vant and which are not. Simulation 4 thereforetests
the robustnes®f our multiple-cueapproachwhenfaced
with additional, uncorrelateddistractorcues. Accord-
ingly, we addedhreedistractorcuesto thepreviousthree
reliable cues. Thesenew cuesencodedthe presence

of word-initial vowels, word-final voicing, and relative
(male/female)spealer pitch—all acousticallysalientin
speechput which do not appearto cue syntacticstruc-
ture.

M ethod

Networks Networks, groupsandtraining detailswere
thesameasin Simulation3, exceptfor theadditionof the
threeadditionalinput unitsencodingthe distractorcues.

Materials Thethreedistractorcueswereaddedto the

stimuli usedin Simulation3. Two of the cueswerepho-

netic andthereforeavailable only in postnataltraining.

The word-initial vowel cue appearsn all wordsacross
classes.The seconddistractorcue, word-final voicing,

alsodoesnot provide usefuldistinguishingpropertiesof

word classesFinally, asanadditionalprenatalindpost-
natalcue,overall pitch quality wasaddedto the stimuli.

Thiswasintendedo capturewvhetherthespealer wasfe-

maleor male. In prenataltraining, this probability was
setto be extremely high (90%), andlower in postnatal
training (60%). In the womb, the mothers voice natu-
rally providesmostof theinputduringthefinal trimester
whentheinfant’s auditorysystemhasbegunto function

(Rubel, 1985). The probability usedhereintendedto

capturethat someexperiencewould likely derive from

otherspealersaswell. In postnatalraining this proba-
bility drops,representingxposureto male membersof

thelinguistic community but still favoring mothekchild

interactions.

Procedure Prenataktimuliincludedthethreeprevious
semi-reliablecues,andonly theadditionalprosodic dis-
tractorcueencodingelative spealerpitch. In thepostna-
tal stimuli, all threedistractorcueswereadded.Training
andtestingwerethe sameasin Simulation3.

Results

Asin Simulationsl and3, bothgroupsperformedsignifi-
cantlybetterthanthebigram/trigranmodels(F (1,18) =
18.95, p < .0001for prenatalandF (1,18) = 14.27,p <
.001 for non-prenatal). We repeatedthe two-factor
ANOVA computedfor Simulation 2, revealing a main
effect for training condition(F (1,18) = 4.76, p < 0.05)
anddegreesof training (F(9,162) = 13.88, p < .0001).
Thisindicateghatthe presencef thedistractorcuesdid
not hindertheimproved performancédollowing prenatal
languageexposure.As in Simulation3, the prenatahet-
workslearnedcomparatiely fastethanthenon-prenatal
networks(F(1,18) = 5.31, p < .05).

To determinehow the distractorcuesmay have af-
fected performance we comparedthe prenatalcondi-
tion in Simulation 3 with that of the current simula-
tion. Therewasno significantdifferencein performance
acrossthe two simulations(F (1,18) = 0.13,p = 0.72).
A furthercomparisorbetweerthenon-prenatahetworks
in the current simulation and the bare networks from
Simulationl shavedthatthe networkstrainedwith cues
of mixedreliability significantlyoutperformechetworks
trained without ary cues(F(1,18) = 14.27p < .001).



This indicatesthatthe uncorrelatecuesdid not prevent
the networks from integratingthe partially reliable ones
towardslearninggrammaticaktructure.

Conclusion

A growing bulk of evidencefrom developmentalkcogni-
tive sciencehas suggestedhat bootstrappingnto lan-

guageacquisitionmaybe a procesof integratingmulti-

ple source®f probabilisticinformation,eachof whichis

individually unreliable,but jointly advantageousHow-

ever, what hasso far beenmissingis a comprehensie

demonstratiomf thecomputationafeasibility of this ap-
proach.With the seriesof simulationsreportedherewe

have taken thefirst steptoward establishinghe compu-
tationaladvantagef multiple-cueintegration. Simula-
tion 1 demonstratedhat providing SRNswith prosodic
andphonologicakuessignificantlyimprovestheiracqui-
sition of syntacticstructure—despit¢he fact that these
cuesare only partially reliable. The multiple-cueinte-

grationapproachgainsfurther supportfrom Simulation
2, shawing that the three-cuenetworks canmimic chil-

dren’s sensitvity to both prosodicandgrammaticatues
in sentence&comprehension.The model alsoillustrates
the potentialvalue of prenatalexposure,since Simula-
tion 3 revealedsignificantbenefitfor networksreceving

suchinput. Finally, Simulation4 providesevidencefor

therobustnes®f our neuralnetwork model,sincehighly

unreliablecuesdid notinterferewith theintegrationpro-

cess. This implementationof our modelstill exhibited
significantperformancedwantage®vernetworksnotre-

ceving cuesat all. Moreover, all the network models
consistentlyperformedbetterthanthe statisticalbench-
marks, the bigram and trigram models. This hasim-

portanttheoreticalimplicationsbecauset suggestghat
the SRNsacquiredcomplex knowledgeof grammatical
structureand not merely simple two- or three-word co-

occurrencestatistics. Overall, simulation results pre-
sentedin this paperprovide supportnot only for the
multiple-cueintegration approachin general,but also
for a connectionisepproactto the integrationof distri-

butional, prosodicand phonologicalinformationin lan-

guageacquisition.
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