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Abstract

Whereas a growing bulk of work has demonstrated that both adults and children are sensitive

to frequently occurring word sequences, little is known about the potential role of meaning in the

processing of such multiword chunks. Here, we take a first step toward assessing the contribution

of meaningfulness in the processing of multiword sequences, using items that varied in chunk

meaningfulness. In a phrasal-decision study, we compared reaction times for triads of three-word

sequences, corresponding to idiomatic expressions, compositional phrases, and phrasal fragments,

while controlling for phrase and substring frequencies. Chunk meaningfulness, as assessed by a

separate subjective rating study, was found to speed up decision times for all three types of

strings: The more meaningful a multiword sequence was judged to be, the faster it was processed,

independently of whether it was idiomatic, compositional in nature, or a phrasal fragment. These

results highlight the importance of taking meaning into account when considering the processing

of multiword chunks, consistent with predictions of construction-based approaches to language.

Keywords: Multiword sequences; Chunking; Distributional statistics; Usage-based approach;

Meaningful chunks; Cognitive linguistics; Constructions; Idioms

1. Introduction

Words have long been recognized as building blocks of our linguistic abilities, but

recently multiword sequences have also been proposed to play a similar key role in lan-

guage acquisition and processing (see contributions in Arnon & Christiansen, 2017;
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Christiansen & Arnon, 2017, for a review). For example, developmental studies have

shown that children as young as 2 and 3 years of age are sensitive to the frequency of

multiword chunks when imitating four-word phrases (e.g., Bannard & Matthews, 2008).

Four-year olds are more accurate in producing irregular plurals when they occur inside

frequent multiword chunks (such as Brush your teeth; Arnon & Clark, 2011). In the same

vein, adults show processing advantages for frequent multiword chunks across different

experimental paradigms, including phrasal decisions (Arnon & Snider, 2010), self-paced

reading (Reali & Christiansen, 2007), sentence recall (Tremblay, Derwing, Libben, &

Westbury, 2011), and event-related potentials (Tremblay & Baayen, 2010). Adult lan-

guage production is also affected by multiword chunk frequency, both onset latencies

(e.g., Janssen & Barber, 2012) and duration (e.g., Arnon & Cohen-Priva, 2013). And,

strikingly, similar to the Age-of-Acquisition effects observed for individual words,

whereby early acquired words are retrieved faster (e.g., Ellis & Morrison, 1998), Arnon,

McCauley, and Christiansen (2017) demonstrated that multiword chunks acquired early in

life are processed faster in adulthood.

When it comes to single words, though, studies have shown that, in addition to fre-

quency (e.g., Hall, 1954), meaning plays a key role in accessing and processing individ-

ual lexical items (e.g., Balota, 1990; Yap, Tan, Pexman, & Hargreaves, 2011; see Taylor,

Duff, Woollams, Monaghan, & Ricketts, 2015, for a review). If multiword chunks are

building blocks of language on par with individual words, we would expect that meaning

should also affect their processing. Indeed, this is what would be predicted by construc-

tion-based approaches to language, not only by perspectives grounded in cognitive lin-

guistics (e.g., Bybee, 2006; Goldberg, 2006; Wray, 2002, 2017) but also by those

building on generative grammar (e.g., Culicover, Jackendoff, & Audring, 2017). Accord-

ingly, along with distributional information, language users may also utilize the degree to

which a multiword sequence conveys a coherent communicative meaning as a whole

(Dazbrowska, 2014; Fillmore, Kay, & O’Connor, 1988; Langacker, 1987). Here, we there-

fore take a first step toward exploring the role of meaning in the processing of multiword

sequences, including ones where meaning is normally viewed as being important: idio-

matic expressions.

Traditionally, idioms, such as chew the fat, have been treated as a special case because

their figurative meanings go beyond what would be expected from the semantics of their

component words (Jackendoff, 1997). Indeed, idioms have been suggested to be retrieved

directly from memory similar to individual words (Chomsky, 1980; Pinker, 1999) and

therefore processed faster than compositional multiword phrases, which were thought to

be generated “on the fly.” This idea of idioms as stored units was supported by studies

finding processing advantages for idiomatic expressions compared to similar phrases. For

example, studies involving phrasal decision (Swinney & Cutler, 1979) and self-paced

reading (Conklin & Schmitt, 2008) found faster processing for idioms compared to simi-

lar control strings (e.g., break the ice vs. break the cup). Similarly, eye-tracking studies

have observed a processing advantage for idiomatic expressions (e.g., at the end of the
day) over comparable control phrases (e.g., at the end of the war; Siyanova-Chanturia,
Conklin, & Schmitt, 2011; Underwood, Schmitt, & Galplin, 2004).
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However, a common limitation of the studies supporting the “lexical representation

hypothesis” for idiomatic expressions (Swinney & Cutler, 1979) is that whole-string and

substring frequencies of the stimuli were not controlled in a systematic way. For example,

Swinney and Cutler (1979) replaced one word in the idiom with a similar or higher fre-

quency item to create controls, but the bigram and whole-phrase frequencies of the

sequences were not controlled for. Moreover, meaningfulness was not a factor in these

studies, making it possible that the idioms were inherently more meaningful than the con-

trols. This raises the question of whether idioms will still have a processing advance over

comparable multiword phrases, if distributional information is adequately controlled

across items? If not, then perhaps the overall meaningfulness of a multiword sequence

might be the primary factor in determining ease of processing?

To determine the potential role of meaning in the processing of multiword chunks, we

employed a phrasal decision task (Arnon et al., 2017; Arnon & Snider, 2010; Swinney &

Cutler, 1979) to examine reaction times for responses to three different kinds of three-

word sequences: (a) idioms, which have traditionally been viewed as forming meaningful

(possibly non-compositional; Swinney & Cutler, 1979) units (e.g., of two minds); (b)

compositional phrases, whose meaning would generally have been seen as deriving from

the particular combination of their parts (e.g., a bad attitude); and (c) phrasal fragments

that did not align with syntactic phrase-level boundaries (e.g., for all practical). Accord-
ingly, we created matched triads of idioms, phrases, and fragments, controlling for

whole-string and substring frequency. Prior to the phrasal decision study, we conducted

three subjective rating studies to further control the stimuli, assessing the plausibility,

idiomaticity, and meaningfulness of our items. By design, all items were chosen to be

equally plausible (idioms = phrases = fragments) but to differ in their idiomaticity (id-

ioms > phrases > fragments) and meaningfulness (idioms = phrases > fragments).

Given the centrality of meaning to construction-based approaches to language (e.g.,

Dazbrowska, 2014; Goldberg, 2006; Wray, 2002), we hypothesized that the overall mean-

ingfulness of a multiword sequence would be a key factor in determining how easy it is

to process. The degree of meaningfulness should therefore predict reaction times for our

three-word sequences across all three trigram types. Moreover, because we controlled for

whole-string and substring frequency information in idioms and compositional phrases,

we predicted no difference in reaction times between these two item types when they are

equally meaningful. Finally, the prior results showing frequency effects in the processing

of multiword sequences (e.g., Arnon & Snider, 2010; Bannard & Matthews, 2008) would

further predict that we should obtain a main effect of whole-phrase frequency.

2. Methods

2.1. Participants

Four separate groups of monolingual American-English-speaking Cornell undergradu-

ates participated for extra credit. We based our sample size on previous studies using
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comparable statistical analysis (e.g., Snider & Arnon, 2012). Prior to data collection, we

decided to test at least 30 participants in each subjective rating study and 40 participants

in the phrasal decision study. Thus, we had 33 participants in the Plausibility Rating

study, 46 participants in the Idiomaticity Rating study, and 33 participants in the Mean-

ingfulness Rating study. We omitted data from any participant whose overall performance

fell below 80% in a random memory recall task (see below; n = 2 in the Plausibility Rat-

ing study; n = 13 in the Idiomaticity Rating study; n = 2 in the Meaningfulness Rating

study). After exclusions, 31 participants rated item Plausibility, 33 participants rated item

Idiomaticity, and 31 participants rated item Meaningfulness. In all, 40 students partici-

pated in the Phrasal Decision Study. All experimental protocols were approved by the

Cornell University Institutional Review Board for Human Participants.

2.2. Materials

We first extracted three-word sequences (trigrams) from a combination of the Ameri-

can national corpus (ANC; Reppen, Ide, & Sudeman, 2005) and the Fisher corpus (Cieri,

Graff, Kimball, Miller, & Walker, 2004, 2005), containing a total of 39 million words of

American English. The Fisher corpus consists of spoken language (telephone conversa-

tions), while the ANC consists of spoken as well as written texts. We then selected all

three-word idiomatic expressions appearing in the following collections: McGraw-Hill’s

Essential American Idioms Dictionary (Spears, 2008), The Handbook of Commonly Used

American Idioms (Makai, Boatner, & Gates, 1991), the IdiomQuest (http://www.idiomque

st.com), and American Idioms (http://www.americanidioms.net) online idiom dictionaries.

In all, 82 three-word idiomatic expressions from these collections appeared in the com-

bined ANC/Fisher corpus.

Next, for each idiomatic expression (e.g., play the field), we picked frequency-matched

compositional phrases (e.g., nothing to wear) and frequency-matched fragments (e.g.,

without the primary). Both the phrases and the fragments were frequency-matched to cor-

responding idioms such that the trigram frequency, first bigram, second bigram, first uni-

gram, second unigram, and third unigram frequencies were within �10% of the

corresponding idiom’s frequencies, respectively.1 Log2 transformation was applied to all

raw phrase and substring frequencies prior to this selection process. The resulting prelimi-

nary set of items consisted of 82 idioms, 236 phrases, and 218 fragments. Table 1 shows

the results of the individual ANOVA tests of the phrase and substring frequencies across

idioms, phrases, and fragments. Any further minute differences between the frequencies

of the tokens of each triad were controlled for through the linear mixed-effects (LME)

analyses.

2.2.1. Subjective rating studies
To further inform the selection of item triads for the phrasal decision experiment, we

conducted three separate subjective rating studies involving the previously selected 82

idioms, 236 phrases, and 218 fragments. In each rating study, a three-word sequence was

presented on a computer screen one at a time. As a control, 90 ungrammatical three-word
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combinations were also included as foils. The ungrammatical tokens were created by

scrambling matching phrases and fragment tokens that were not used in the experimental

material.

Participants were asked to rate items on a 1–7 scale by pressing a key between 1 and

7 (similar to Konopka & Block, 2009; Snider & Arnon, 2012). The items were random-

ized across participants. To ensure that participants read each sequence, a random mem-

ory recall test was included. In 10% of the trials for each condition (idioms, phrases, and

fragments), participants were asked to type an English sentence that included the three-

word sequence they had just seen. There was a different set of random items tested in the

memory recall test for each participant.

In the Plausibility Rating study, participants were instructed to rate each trigram

according to how plausible it was as part of an English sentence. The participants’ task

in the Idiomaticity Rating study was to rate each trigram according to how idiomatic they

found each sequence of words. Finally, in the Meaningfulness Rating study, participants

were asked to rate each sequence of words according to how meaningful they were as a

unit.

Table 2 shows the examples of different frequency-matched triads of idioms, phrases,

and fragments with Plausibility, Idiomaticity, and Meaningfulness ratings along with their

log2 transformed trigram frequencies. The complete set of materials used in the phrasal

decision study can be found in the Supporting Information (including frequency and rat-

ing information) on OSF: https://osf.io/zfm9d/.

There was no effect of trigram type on plausibility ratings (means of 6.84, 6.9, and

6.87 for Idioms, Phrases, and Fragments, respectively; F[2, 117] = 0.798, p = .45), while

meaningfulness ratings differed significantly across the three conditions (means of 5.89,

5.88, and 1.97 for Idioms, Phrases, and Fragments, respectively; F[2, 117] = 297.4,

p < .0001) as did Idiomaticity ratings (means of 4.34, 2.12, and 1.45 for Idioms, Phrases,

and Fragments, respectively; F[2, 117] = 100.6, p < .0001).

2.2.2. Phrasal decision task
A final set of 40 triads (each comprising an idiom, a phrase, and a fragment) was

selected by an algorithm which chose, from all possible sets of the same size, the one

which differed the least according to plausibility ratings as well as whole-string and

Table 1

Individual ANOVA tests showing no differences between the averages of the six frequency measures across

the three experimental conditions

df F Score p Value

Phrase 2 0.027 .973

1st bigram 2 0.092 .912

2nd bigram 2 0.022 .978

1st unigram 2 0.845 .432

2nd unigram 2 0.582 .561

3rd unigram 2 0.051 .951
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substring frequencies across the three trigram types, while differing as much as possible

in meaningfulness ratings between fragments and the other two conditions (to ensure that

the fragments remained low in meaningfulness). The resulting set of 40 idioms, 40

phrases, and 40 fragments did not differ significantly along the six frequency dimensions

(trigram, first bigram, second bigram, first unigram, second unigram, and third unigram).

There were no differences in forward or backward transitional probabilities between the

three types of sequences. The log2 trigram frequencies of the final set of 40 triads in the

phrasal decision study ranged between 1 and 10.4.

Importantly, the 40 idioms, 40 phrases, and 40 fragments did not differ according to

the percentage of subjects rating items as 6 or 7 in the plausibility rating study, as illus-

trated in Fig. 1a. Additionally, as indicated by Fig. 1b, we ensured that idioms were rated

as more idiomatic than both phrases and fragments. Finally, the items were constrained

such that within a triad, idioms, and phrases did not differ in terms of their meaningful-

ness, whereas the fragments had the lowest meaningfulness scores possible, as shown in

Fig. 1c. Besides the 40 experimental triads (totaling 120 items), 120 ungrammatical

sequences (such as hear I isn’t) were used as fillers.

2.3. Procedure

To determine whether the overall meaningfulness of a multiword sequence might facil-

itate its processing over and above mere frequency of use, and independently of whether

the sequence is idiomatic or not, we conducted a phrasal decision task. In this task, par-

ticipants are presented with a multiword sequence and have to decide as quickly and as

accurately as possible whether the presented item could form part of an English sentence

(Arnon & Snider, 2010; Arnon et al., 2017; Swinney & Cutler, 1979). This task is thus a

phrasal version of the classic lexical decision task (Meyer & Schvaneveldt, 1971).

In our study, we presented participants with the three-word sequences (120 experimen-

tal and 120 ungrammatical filler tokens) one by one, in random order, on a computer

screen, and asked them to judge (by quickly pressing one of two keys) whether or not

Table 2

Examples of each trigram type with their plausibility, idiomaticity, and meaningfulness ratings, as well as

whole-string frequency counts

Trigram Type Trigram Plausibility Idiomaticity Meaningfulness Frequency (log2)

Idiom play the field 6.4 6.4 6.5 1.6

Phrase nothing to wear 7.0 2.6 5.9 1.6

Fragment without the primary 6.9 1.3 2.6 1.6

Idiom on my mind 7.0 4.5 6.6 6.5

Phrase is really nice 7.0 1.2 3.6 6.7

Fragment know it gets 6.8 1.3 1.5 6.5

Idiom up the creek 7.0 4.5 6.1 2.6

Phrase get a certificate 6.8 1.2 6.2 2.6

Fragment because it lets 6.4 1.3 1.8 2.6
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they formed possible word combinations in the context of English sentences. Participants

were asked to make a decision as fast as possible but without sacrificing accuracy.

2.4. Data analysis

Responses of less than 200 ms as well as reaction times exceeding the upper quartile

by more than three times the interquartile range were removed. This resulted in a 1.5%

data loss. We analyzed the results using LME models in R version 3.4.0 (R Core Team,

2017), with packages LME4 version 1.1.19 (Bates, Maechler, Bolker, & Walker, 2015)

and lmerTest version 2.0.33 (Kuznetsova, Brockhoff, & Christensen, 2016). We began

using the lme4 package to define the maximal model justified by the experimental design,

which included Item and Subject as random effects, and the Idiomaticity ratings, the

Meaningfulness ratings, Trigram Type (using Idiomatic Expressions as the base case),

Frequency (whole-string), substring frequencies (including frequency predictors for First

Bigram, Second Bigram, First Unigram, Second Unigram, and Third Unigram), and

Fig. 1. Boxplots depicting (a) mean Plausibility Rating, (b) mean Idiomaticity Rating, (c) mean Meaningful-

ness Rating, and (d) mean reaction times for the Fragment, Idiom, and Phrase conditions in the phrasal deci-

sion task. Boxes depict the median (thick line), with upper and lower edges representing quartiles, while

whiskers depict 1.5 interquartile range.
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Length in Characters as fixed effects. Moreover, we included all possible interaction

terms involving the variables of interest: Trigram Type, Frequency (whole-string), Mean-

ingfulness, and Idiomaticity. Finally, we included (by-subject) random slopes for Fre-

quency (whole-string), Meaningfulness, and Idiomaticity. There was no substantial degree

of multicollinearity: The condition number for the matrix of predictors was only 11.4 (cf.

Belsley, Kuh, & Welsch, 1980).2 Because the Meaningfulness and Idiomaticity scores

ranged between 1 and 7, linear transformation was applied (n/7), and then the data were

logit-transformed prior to entry in the model (cf. Warton & Hui, 2011). As the reaction

times (RTs) were not normally distributed, they were logit-transformed prior to the analy-

sis. All other numerical predictors were centered before inclusion in the model. The RT

data as well as the associated item ratings are available from OSF along with the R anal-

yses script: https://osf.io/zfm9d/.

3. Results

Fig. 1d shows that participants responded similarly to idioms (M: 766.4, SD: 248) and
phrases (M: 789.4, SD: 260.3), but more slowly to the fragments (M: 949.9 ms, SD:
343.7). This overall pattern of results was corroborated by an LME analysis of the RT

data. Using the above-described maximal model as a starting point (estimates and test

statistics for this maximal model are shown in Appendix A), we employed a step-wise

model comparison to reduce the number of fixed effects (in the interest of interpretability

and identifying the best model fit, given the high number of non-significant effects). This

was achieved using the lmerTest package in R (Kuznetsova et al., 2016). The resulting

final model, shown in Table 3, included Trigram Type, Meaningfulness, the Third Uni-

gram frequency, both Bigram frequencies, Length in Characters, and the interaction term

between Trigram Type and Meaningfulness as fixed effects, with Subject and Item as ran-

dom effects. The model also included a by-subject random slope of Meaningfulness.

The final model was compared to a version without the fixed effects (v2 = 224.22,

p < .0001) as well as a version of the model without the variables of interest (Meaning-

fulness and Trigram Type; v2 = 196.94, p < .0001), indicating that the full version of the

final model captured more of the variance in both cases. As an additional step, we carried

out comparisons between the final model and reduced versions which removed only the

fixed effect of Meaningfulness (v2 = 79.38, p < .0001) and only the fixed effect of Tri-

gram Type (v2 = 69.17, p < .0001), finding that the full final model provided a signifi-

cantly better fit in each case. For thoroughness, we also carried out these comparisons

using the maximal model, finding that the removal of the fixed effect of Meaningfulness

(v2 = 80.25, p < .0001) as well as Trigram Type (v2 = 63.42, p < .0001) damaged model

fit to a significant degree.

As predicted, RTs were affected by trigram type: It took longer for participants to

respond to fragments (b = 0.15, p < .001). Furthermore, decision times for phrases were

not significantly slower than for idioms (b = 0.01, p = .75). Indeed, there was no effect

of Idiomaticity on responses (b = �0.03, p = .38 in the maximal model; Idiomaticity did
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not enter the final model). Rather, participants showed sensitivity to the overall meaning-

fulness of the trigrams: RTs were faster for more meaningful tokens, as revealed by a sig-

nificant main effect of Meaningfulness (b = �0.02, p < .01). Moreover, there was a

significant interaction between Meaningfulness and Trigram Type for Fragments

(b = �0.28, p < .0001), reflecting heightened importance for coherent meaning in that

condition.

Frequency also reached significance for the first (b = �0.01, p < .01) and second

(b = �0.008, p < .05) bigrams, indicating that subjects responded faster to items with

greater bigram substring frequency. Importantly, contrary to expectations from previous

studies of multiword sequences (e.g., Arnon & Snider, 2010; Bannard & Matthews,

2008), whole-string frequency did not enter into the final model. Length in Characters

(b = 0.014, p < .001) and Third Unigram (b = 0.011, p < .001) also reached signifi-

cance.3

The Idiom and Phrase trigrams varied with respect to the type of phrase represented

(e.g., noun phrases such as sample of data; verb phrases such as had a dream; preposi-
tional phrases such as in the mailbox), and because such variation was not controlled in a

systematic fashion, we conducted a follow-up analysis to ensure that this did not play an

unexpected role in shaping the reaction times.4 To this end, we tagged each trigram using

the Stanford Parser (Manning et al., 2014) and included those phrase tags which were

represented by at least 10 trigrams in our stimulus set. These included noun phrase (NP),

verb phrase (VP), adverbial phrase (ADVP), and prepositional phrase (PP). We then

included tag type as a fixed effect control variable in a version of the final LME model

(see above). None of the phrase types (NP, VP, and PP) differed from the base case

(ADVP) in terms of predicting RTs. Moreover, exclusion of phrase type as a fixed effect

did not harm model fit (v2 = 1.18, p > .75).

As the three conditions also differed slightly in terms of the mean number of function

words per item (Phrases: 1.56; Idioms: 1.82, Fragments: 1.98), we carried out additional

analyses to determine whether this difference affected RTs to a significant degree. To this

Table 3

Fixed effects for final model

Fixed Effect Estimate SE df t Value p Value

(Intercept) 6.661 0.0374 75.9 178.03 0.000000***
Trigram type: Fragment �0.155 0.0407 115.0 �3.806 0.000229***
Trigram type: Phrase 0.010 0.0320 107.2 0.314 0.753953

Meaningfulness �0.025 0.0088 118.0 �2.773 0.006457**
Unigram 3 0.011 0.0032 110.0 3.497 0.000680***
Bigram 1 �0.011 0.0033 108.2 �3.31 0.001267**
Bigram 2 �0.008 0.0034 113.0 �2.399 0.018068*
Length in characters 0.014 0.0029 108.0 5.027 0.000002***
Trigram type: Fragment 9 Meaningfulness interaction �0.280 0.0337 126.4 �8.313 0.000000***
Trigram type: Phrase 9 Meaningfulness interaction 0.000 0.0137 107.0 0.016 0.987376

Notes *p < .05, **p < .01, and ***p < .001.
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end, we included Function Word Count as a fixed effect in the final model described

above. This led to no change in the pattern of results reported previously, and Function

Word Count did not reach significance in the model (b = �0.017, p > .18). Moreover,

removal of Function Word Count from the model did not damage fit to a significant

degree (v2 = 1.9, p > .16).

Finally, we analyzed the accuracy of participants’ responses, independently of the RT

data (recall that incorrect responses were excluded from the above analyses). Overall, par-

ticipants achieved an accuracy rate of 98.5% for Idioms, an identical accuracy rate of

98.5% for Phrases, but a slightly lower accuracy rate of 87.5% for Fragments. A

repeated-measures ANOVA with subject as a random factor confirmed a significant main

effect of Condition F[2, 78] = 83.94, p < .0001. Thus, the participants’ response accuracy

mirrored the general pattern observed with RTs, with respect to the three trigram types.

4. Discussion

Similar to single words, prior research has observed compelling frequency effects for

multiword sequences in language acquisition (e.g., Arnon & Clark, 2011; Bannard &

Matthews, 2008) as well as in adult processing (e.g., Arnon & Snider, 2010; Tremblay

et al., 2011) and production (e.g., Arnon & Cohen-Priva, 2013; Janssen & Barber, 2012).

In the current study, we took a first step toward determining whether whole-sequence

meaning also is a factor in the processing of multiword chunks, as has been shown for

individual words (Balota, 1990; Yap et al., 2011). As predicted, when comparing the pro-

cessing of three-word sequences varying in chunk meaningfulness, idiomaticity, and co-

occurrence frequency, we found that language users strongly relied on the degree to

which a multiword sequence conveys a coherent communicative meaning as a whole:

The more meaningful a trigram was rated, the easier it was to process in the phrasal deci-

sion task. Moreover, decision times for compositional phrases were on par with idioms

while processing times for fragments were significantly slower. Finally, whereas we

observed frequency effect at the internal bigram level, we did not obtain a whole-phrase

frequency effect, only a chunk meaningfulness effect. These results confirm the key role

of chunk meaningfulness in language processing—a factor that has not been considered

by previous studies focusing solely on the frequency of multiword phrases (e.g., Arnon &

Snider, 2010; Bannard & Matthews, 2008). Taken together, our findings suggest that

sequences that are perceived as highly meaningful as a unit leave traces in memory,

regardless of idiomatic status or whole-string frequency.

Although we found an overall effect of meaningfulness across item types, a possible

concern may be that perhaps it was constituency that drove the effect of meaningfulness

given that both idioms and phrases were full constituents, whereas fragments were not.

Arnon and Cohen-Priva (2013) is the only prior study to investigate whether constituency

might affect multiword sequence processing when adequately controlling for frequency.

They found similar frequency effects when comparing high- and low-frequency variants

of constituents (e.g., a lot of work vs. a lot of years) as well as non-constituents crossing
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syntactic boundaries (e.g., as far as I vs. as far as you). In the present study, the interac-

tion between meaningfulness score and trigram type for fragments demonstrates that the

effect of meaningfulness, rather than being driven by constituency, is actually heightened

in the case of Fragments: Higher meaningfulness scores predict decreased RTs to an even

higher extent for Fragments than for the other two conditions. So even though con-

stituency and semantic coherence are intertwined, the more meaningful a fragment was

rated to be, the faster it was processed, despite the fact that none of the fragments were

full constituents. This suggests that constituency may be less important to multiword

sequence processing than meaningfulness (and frequency).

These findings dovetail with construction-based theories of language that emphasize

the role of meaning in language processing, and which treat idioms and compositional

phrases merely as variants of stored form-meaning pairings (e.g., Goldberg, 2006; Lan-

gacker, 1987). By contrast, because our results blur the distinction between vocabulary

and grammar, they add to the growing set of challenges facing accounts of language that

rely on single words and rules for combining them as the primary means of explaining

linguistic productivity (e.g., Chomsky, 1980; Pinker, 1999). Within this perspective, mul-

tiword sequences are viewed as constructed by rules on the fly, except for peripheral

exceptions such as idioms. However, a growing number of corpus studies have shown

that multiword sequences are by no means marginal (e.g., Jackendoff, 1997) but comprise

up to 50% of normal written and spoken language use (DeCock, Granger, Leech, &

McEnery, 1998; see Conklin & Schmitt, 2012, for a review). Whereas the meaningfulness

of a linguistic structure is secondary in generative theories (e.g., Chomsky, 1980; Pinker,

1999), construction-based approaches argue for a more central role for meaning in lan-

guage acquisition and use (e.g., Dazbrowska, 2014; Goldberg, 2006; Tomasello, 2009).

The implications of our findings reach beyond cognitive science and linguistics to

computer science (see also Christiansen & Arnon, 2017). Indeed, the prevalence of multi-

word sequences and their heterogeneity has famously been flagged as “a pain in the

neck” (Sag, Baldwin, Bond, Copestake, & Flickinger, 2002), a major obstacle for com-

puter science approaches to language (and the focus of special issues in computational

linguistics journals: e.g., Ramisch, Villavicencio, & Kordoni, 2013; Villavicencio, Bond,

Korhonen, & McCarthy, 2005). Our study suggests that going beyond distributional infor-

mation to incorporate the meaningfulness of multiword sequences into corpus analyses

might provide a useful way forward, not only for computational natural language process-

ing but also for usage-based approaches to language (for the latter, see also Pijpops &

Van de Velde, 2016).

More generally, the results of our study might be best understood when considering

that everyday language use is communicative and contextual; language elements that

express a meaning together as a chunk, to describe a particular event, such as “nothing to

wear” somehow become “glued” together. Previous work has explored this idea within

usage-based (e.g., Bybee, 2006; Tomasello, 2009) and construction-based (e.g.,

Dazbrowska, 2014; Goldberg, 2006) perspectives on language acquisition and use, where

commonly used multiword sequences develop into stored units, based on the fact that the

words often occur together (see Arnon & Christiansen, 2017, for a review). Recently,
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Christiansen and Chater (2016) argued that the use of such multiunit chunks is necessary

to deal with the onslaught of input during real-time language acquisition and processing,

given the severe memory and attentional constraints inherent to the language system (the

so-called Now-or-Never bottleneck). This perspective emphasizes the role of “shallow”

parsing in normal language processing (e.g., Pijpops & Van de Velde, 2016), whereby

the input is chunked into larger units, and where the focus of processing is on arriving at

a “good enough” interpretation of the utterance (e.g., Ferreira & Patson, 2007), rather

than a full syntactic parse. Aspects of this theory were implemented in a cross-linguistic

computational model capturing aspects of comprehension (shallow parsing) and produc-

tion (word-chunk sequencing) in language acquisition (McCauley & Christiansen, 2019).

Our study extends this work by highlighting the key role of chunk meaningfulness in lan-

guage processing over and above frequency of use.

An important remaining issue pertains to how the meaningful multiword chunks may

be represented by the language system. Our findings suggest that the meaningfulness of a

multiword sequence has a direct influence on processing speed: The more a multiword

sequence conveys a coherent meaning, the more likely it is that it will be processed as a

linguistic unit in its own right. This may suggest that multiword sequences are stored as

unanalyzed wholes (e.g., Pijpops & Van de Velde, 2016), possibly somewhat similar to

single words. Indeed, a large-scale corpus analysis by Williams et al. (2015) showed that

multiword sequences generally provide a better fit with a Zipfian distribution than single

words (Zipf, 1935). However, research on idioms suggests that even within these multi-

word chunks, individual words may still be accessible (Libben & Titone, 2008). In a sim-

ilar vein, Dazbrowska (2014) argues that most multiword sequences are not stored as

unanalyzed wholes, but rather that the component words form a co-activated network of

representations. Our findings suggest that meaningfulness may play an important role in

the co-activation of elements within such a network.

To conclude, our results provide new insights into the representation and processing of

multiword sequences, suggesting that the meaningfulness of such strings affects process-

ing, independently of their frequency and idiomaticity. These findings are consistent with

construction-based approaches that treat idioms and phrases as comparable form-meaning

mappings. Furthermore, our findings are relevant to usage-based approaches to language

more generally (e.g., Bybee, 2006) because they suggest that the meaningfulness of multi-

word sequences provides an additional dimension, apart from co-occurrence frequency,

that such approaches must take into account.
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Notes

1. Because of the complexity of matching stimulus triads for frequency, there were

two exceptions: for the idiom over a barrel, both its phrase and fragment pairs’ fre-

quencies differed 13.9% from the idiom’s trigram frequency. Also, for the idiom

take the case, the phrase pair frequency differed 36.9% from the idiom’s trigram

frequency. Note, however, that these deviations were controlled for in the statistical

analyses.

2. Note that we did not include the plausibility ratings in our analyses because they

are largely redundant, as we found no significant differences across the three

groups in terms of Plausibility. We ran the plausibility norming study merely as a

control and did not have any a priori interest in plausibility per se, but rather

wished to ensure tightly controlled stimuli.

3. The third unigram frequency may have reached significance because the last uni-

gram was likely to be a content word while most of the first and second words

were function words.

4. Because fragments by their very nature do not correspond to taggable phrases, they

were excluded from this analysis.
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Appendix A: Estimates and test statistics for the maximal model

Fixed Effect Estimate SE df t Value Pr(>|t|)

(Intercept) 6.665886 0.039356 87.92809 169.372 0.00000***
Trigram type: Fragment �0.10889 0.113925 90.42113 �0.956 0.34172

Trigram type: Phrase 0.044717 0.062193 86.77151 0.719 0.47407

Trigram frequency �0.00448 0.012597 87.39103 �0.356 0.72289

Meaningfulness score �0.02937 0.012319 90.51409 �2.384 0.01922*
Idiomaticity score �0.02945 0.033717 86.91654 �0.873 0.38489

Unigram 1 frequency �0.00524 0.007429 90.4985 �0.705 0.48257

Unigram 2 frequency �0.00181 0.009756 91.28403 �0.185 0.85337

Unigram 3 frequency 0.014199 0.004788 88.21909 2.966 0.00388**
Bigram 1 frequency �0.00466 0.007378 88.60128 �0.632 0.5292

Bigram 2 frequency �0.00823 0.006437 87.43743 �1.279 0.20421

Length in characters 0.014378 0.003233 87.76193 4.448 0.00003***
Trigram type: Fragment 9 Tri. freq. �0.05585 0.108157 95.43802 �0.516 0.60682

Trigram type: Phrase 9 Tri. freq. 0.054977 0.041351 86.76808 1.33 0.18716

Trigram type: Fragment 9 Meaningfulness

score

�0.24725 0.197913 95.13665 �1.249 0.21462

Trigram type: Phrase 9 Meaningfulness score �0.01459 0.02863 86.39811 �0.509 0.61175

Tri. freq. 9 Meaningfulness score 0.002197 0.004456 86.63567 0.493 0.62315

Trigram type: Fragment 9 Idiomaticity score 0.093432 0.084937 90.90906 1.1 0.27423

Trigram type: Phrase 9 Idiomaticity score 0.057395 0.05552 86.90166 1.034 0.30411

Tri. freq. 9 Idiomaticity score �0.00802 0.018245 87.03398 �0.439 0.66143

Meaningfulness score 9 Idiomaticity score 0.008933 0.013738 86.2614 0.65 0.51726

Trigram type: Fragment 9 Tri.

freq. 9 Meaningfulness score

�0.11344 0.139278 100.5769 �0.814 0.41729

Trigram type: Phrase 9 Tri.

freq. 9 Meaningfulness score

�0.02943 0.018919 86.46863 �1.555 0.12351

Trigram type: Fragment 9 Tri.

freq. 9 Idiomaticity score

�0.01338 0.078685 94.26905 �0.17 0.86534
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Table . (continued)

Fixed Effect Estimate SE df t Value Pr(>|t|)

Trigram type: Phrase 9 Tri.

freq. 9 Idiomaticity score

0.035453 0.03479 87.0391 1.019 0.31099

Trigram type: Fragment 9 Meaningfulness

score 9 Idiomaticity score

0.036741 0.132537 95.91334 0.277 0.78222

Trigram type: Phrase 9 Meaningfulness

score 9 Idiomaticity score

�0.02156 0.026395 86.60832 �0.817 0.41622

Tri. freq. 9 Meaningfulness

score 9 Idiomaticity score

�0.00102 0.007596 86.90308 �0.134 0.8937

Trigram type: Fragment 9 Tri.

freq. 9 Meaningfulness score 9

idiomaticity score

�0.05928 0.094812 99.63791 �0.625 0.53322

Trigram type: Phrase 9 Tri.

freq. 9 Meaningfulness score 9

Idiomaticity score

�0.01168 0.016792 86.8983 �0.696 0.48847

Notes *p < .05, **p < .01, and ***p < .001.
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